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5 million $1 decisions or 1 $million decision? 

• Software automation means doing a simple thing with a computer 
many many times

• An automated decision process v/s analyzing a one-time ”strategic” 
choice. 

• Creating an AI calls for a “A Decision to Decide”

• Should these be automated?
• Classifying insurance claims to refer them to legal staff?

• Offshoring Xray classification?

• Alerting failures for software roll-outs?    



“AI” – rational choice or just “common sense”

• The goal of the discipline has changed, as techniques have evolved. 

• AI began as the quest to create rational agents. 

• A basis in rationality that is shared with Decision Analysis

• Language models embody “common sense” but not sound reasoning. 
They are design accelerators, but cannot be deciders.  

• Keep eyes on the prize – rational action by building compound 
models.  



• Combining AI and Decision Analysis benefits from 
• the power of data-driven approaches (and the flourishing of ”Data Science” 

methods) 

• with the rigor of Decision Quality

• The result is alignment between data models and organization’s 
goals.  

The unreasonable effectiveness of big data.
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In Supervised Machine Learning, 
the program is “learned” from 
labels applied to historic data
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In traditional programming 
the programmer derives the 
algorithm 

Manual coding v/s Machine Learning
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Input
features

Outputs 
(labels)

Training data set

p = 1000 is not atypical, 
sometimes with p > n 

optimize 

The machine learning process. 
Estimate  P( y | X )



Machine Learning: AI that generalizes from data.

• Fit a function, f(X), to data. 

F(x)



Merging value and predictive modelling

• There is a challenge getting business people on the same page with 
their Data Scientists. 

• Blind pursuit of model accuracy doesn’t cut it 

• Bayes networks / Influence Diagrams are known to both 
communities. 

• Start with a decision model!



A combined value and prediction model

• This influence diagram integrates

• 1. Value model U(d,y) of
• - decision d

• - state uncertainty y

• 2. Predictive model P ( x | y)
• - observation x

• - state uncertainty y

P(y)

U(d,y)

d(x)

P(x | y)



Extending a value model with observed data

In Matheson: Decision Analysis = Decision Engineering 206 Tutorials in Operations Research, © 2005 INFORMS

Customer 
Sentiment

The observable variable 
“customer sentiment” is 
learned from data 
about customer 
preferences and 
informs “marketing 
strategy” choice. 



But how do you get 
probabilities from 
an ML model?

• The influence diagram needs these 2 
likelihoods:

• Sensitivity: P( positive | true ) = TPR,  and 

• Specificity: P( negative | false )  = 1 - FPR

• To convert the model score to a  
“calibrated” likelihood use an ROC curve.



”Flipping” the predictive model distribution. 

• The score generated by the model, y = f(x) needs –

• * to be converted to a calibrated probability

• * to have the ”data imbalance”, an implicit prior, 
removed

• * for a binary observation, to be expressed as a 
likelihood.

• These likelihoods fill in the conditional probability 
table for the observation variable. 

• With this one can calculate a value of information 
for deploying the model. 

P(y)

P(x | y)

y = f(x) 



Calibration with the 
ROC Curve:

17 up

10 over

𝑃 	#𝑇𝑟𝑢𝑒	 #𝑇𝑜𝑡𝑎𝑙) = .17
27



What is the operating point?
Setting an ROC threshold at the point that maximizes Utility

TP_value tpr 𝜋 # accepted customers

FP_value fpr 𝜋 # un-deserving

TN_value fpr 𝜋 # rejected

FN_value tpr 𝜋 # lost customers

𝜋 :  prior probability (prevalence) for positive sentiment

TP_value, FP_value, TN_value, FN_value: values (or costs) 

       assigned to TP, FP, TN and FN cases

tpr, fpr: true positive and false positive rates from the operating 
point

TP_value
FP_value



When an AI participates in a decision, it may be 
a friend or foe.
It pushes the boundaries of individual 
rationality. 



You
choose

choose

Playing against an algorithm: 
What do you do if an AI could predict your actions? 
(“Newcomb’s paradox. Nozick, 1969)

Act rationally, and you get ⟘, when you could have gotten ⟙! 

The AI

Predicts you will 

Predicts you will

$ 1M

$ 0

$1 M ⟙

$ 0

$1.01 M

$ 0.01 M ⟘

..and you get



How would an AI actually predict? 

Newcomb’s paradox (and the extensions to conventional 
decision theory it inspires) raises current questions when 
facing off with an AI. 

• Although we do know the data the AI was trained on.

• We don’t know on what basis (rationally or otherwise) it 
acts. 



Conclusion: 

• Join with Data Scientists to bring

• the principles of data quality 

• for formulating data-driven automated decision-making. 
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Decision 
Quality  
applied to 
Automation

Mapping The Decision Quality Framework to Data Science Applications

The principles developed for assuring a rational approach to strategic decisions can apply to effective applications 
of data science.  Each Decision Quality principle has an analog that applies to autonomous systems. 

DQ Principle Decision Analysis of Strategic choices Automated Decision Systems
Decision Basis Find an alignment among decisions, outcomes and 

uncertainties within the problem framework, by building 
agreement on the problem and relaxing constraints where 
possible.

Identify the underlying  domain causal model, drawing on 
techniques such as structural equation modeling, systems 
engineering, control block diagrams, and influence 
diagrams.

Creative 
Alternatives

Avoid reducing the choices just to advocacy for or against 
a position, by finding creative alternatives that meet 
objectives.

Identify those variables in the model that can be controlled, 
and the sequence they occur in.  Note that the data’s label set 
and the decision alternatives are not the same thing.

Relevant 
Information

Consider the sensitivity of choices to information, to 
remove irrelevant details, or to guide further information 
collection.

Apply feature selection driven by the loss (value) function, to 
compute a true value of information beyond the mutual 
information surrogates currently in use. 

Comprehensive 
Objectives

Canvas stakeholders to make tradeoffs explicit and 
quantifiable.

Train the model against loss functions derived from business 
values, a, not just operational KPIs, and show robustness of 
results among different loss functions, not just measures of 
model accuracy.

Sound Reasoning Use techniques to counter biases, flatten priors and 
ground subjective perceptions. Total analysis efforts 
should not compare to the value of the outcomes at risk. 
(Don't over analyze.)

Model risk reduction, not just accuracy, by calibrating 
probability outcomes. Engage in good model management, 
realizing that environments are rarely stationary. Include 
operational costs & latency if comparable to value achievable 
.

Commitment to 
Implement

"If the analysis is correct, would you take its 
recommendation?"

Anticipate deployment and production engineering 
challenges, and the strategic cultural change entailed.  Match 
level of automation to value achievable.

John Mark Agosta              



AI & Data Science, Friend or Foe? 

Abstract: 

Is it more valuable to make millions of 1 dollar decisions or one 1 million dollar decision?  
Automating decisions in software opens a new frontier in Decision Science. It is another proving 
ground for Decision Quality (DQ).

Don’t get confused by what “AI” was and what has it now become.  AI’s origins have common 
“credential” with DQ in the pursuit of rationality.  The siren song of current generative AI 
language models and their appearance of “common sense” do not replicate rational decision 
making.  

This talk explains how the value modelling familiar to Decision Analysts can be integrated to 
complement Data Science’s predictive modelling, to solve the so-called “alignment” problem.  

Then speculatively, I broach how this new world of automation raises an interesting moral 
question in light of Newcomb’s paradox. 


